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ABSTRACT 

The strict confinement implemented by the National Government of Colombia to 

contain the expansion of the pandemic caused by COVID-19 generated challenges in 

data collection operations through household surveys. As a result, the surveys with 

face-to-face collection methods migrated to a remote mode, through telephone 

surveys, which could have changed the possible reporting biases of variables, such as 

income. This paper studies the effect of the change in the information collection model 

in the Great Integrated Household Survey (Gran Encuesta Integrada de Hogares) of 

Colombia on the report of labor income. To do this, we exploit the geographical 

variation in implementing collection methods and an integration of the survey with a 

social security administrative record to quantify the variation on the report. 
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1 Introduction 

During the second quarter of 2020, governments around the world imposed confinement and 

social distancing measures to contain the spread of the pandemic caused by the SARS-CoV-2 

coronavirus. This situation brought important challenges to the National Institutes of Statistics 

(NISs) to monitor the main economic and social variables, one of the main inputs for decision-

making in public policies. In this context, continuous statistical operations usually collected 

monthly through face-to-face interviews, such as household surveys, were affected. They had to 

be redesigned to maintain the data collection process. The United Nations Statistical Division 

(UNSD, 2020) documented that 96% of NISs ceased collecting data in person, either partially or 

totally. 

Initially, the restrictions on implementing face-to-face interviews made it necessary to conduct 

the surveys by telephone through Computer-Assisted Telephone Interviews (CATI). Also, to 

reduce the length of the questionnaires, in line with the United Nations (UN) and the International 

Labor Organization (ILO) recommendations,1 whose purpose was to maintain the data quality. 

This change in the data collection process was temporary, as the severity of the confinement and 

social distancing policies progressively decreased. However, although the NISs normalized their 

operations, it is necessary to evaluate the impact of those changes, particularly on labor market 

indicators (UNSD, 2020). 

The income variable is probably one of the most relevant data collected through household 

surveys since it provides information on the socioeconomic situation and the standard of living of 

 
1 For example, the ILO (2020) produced a series of working papers called COVID-19: Guidance for labor 

statistics data collection, which discusses key elements for conducting rapid surveys; shorter questionnaires containing 

essential information are defined, and tips are provided for capturing relevant data during the COVID-19 crisis, such 

as the prevalence of remote work and telecommuting, inactivity, joblessness, and job loss, among others. 
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households and serves as an input for the measurement of poverty (Glewwe, 2007; Lohmann, 

2011; Burton et al., 2020). Some studies recognize that measurement errors associated with income 

data collection affect measures of unemployment, inequality and poverty (van Praag et al., 1983; 

Ravallion, 1988; Chesher & Schluter, 2002; Figari et al., 2012; Angel et al., 2018; Fessler et al., 

2018; Ward & Edwards, 2021). For this reason, it is crucial to understand the impact of the data 

collection process on revenue measurement. 

The National Administrative Department of Statistics of Colombia (DANE) implemented 

mixed collection methods according to its operating regions. For example, during strict lockdowns 

(March to July 2020), they kept doing face-to-face interviews in less urbanized and rural areas, 

while data in major cities and metropolitan areas was collected remotely through CATI. The nature 

of this distinction constitutes a natural experiment to understand the impact generated by the 

change in the collection mode. An element that will serve as a fundamental input for this work is 

the Statistical Registry of Labor Relations developed by DANE to monitor the effects on the labor 

market. This source was built by integrating social security administrative records that were not 

altered by the changes in the collection method of survey collection and therefore served as a 

counterfactual for the measurement of possible biases because of the change in the collection 

method. Motivated by the above, this paper aims to study the impact of the temporary change in 

collecting data from the Colombian household survey, Great Integrated Household Survey (GEIH, 

for its Spanish acronym), in the measurement of income in the corresponding period from May to 

July 2020. 

Similarly, it is pertinent to remember the study of biases in the measurement of income is a 

crucial instrument to validate the comparability of the relevant variables collected in a household, 

as well as to determine methodological designs that combine different interview methods to reduce 
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operating costs. In this sense, this work proposes exploiting the temporal and spatial variation in 

the data collection process and integrating administrative data into the survey to quantify the bias 

in self-reported income. Specifically, we will study whether income measurement is sensitive to 

implementing CATI-type collection methods instead of the usual face-to-face mode, also known 

as Computer-Assisted Personal Interviewing (CAPI). To do this, we will use a quasi-experimental 

design, particularly event-study-type specifications. They allow calculating whether there is a 

difference in declared income because of the application of CATI from May to July 2020 in 

Colombia. The selection is based on the hypothesis that using information from administrative 

records makes it possible to establish a reference value for labor income and control for possible 

unobserved heterogeneities associated with the COVID-19 situation. The study also explores 

possible heterogeneous effects by population groups, such as gender, education, and age groups, 

and checks the robustness of the identification strategy. 

There is extensive literature examining the sources of income measurement errors in household 

surveys. Angel et al. (2019) present a general framework of the primary sources of error in income 

measurement, in particular: socially desirable behaviors, socioeconomic characteristics, survey 

design, and learning effects, which refers to the strategies of the respondents to remember the 

information. All sources can produce both over-reporting and under-reporting of income. For 

example, biases have been observed regarding socially desirable behaviors, possibly related to 

characteristics of households and individuals: people with lower incomes over-report their income 

to avoid revealing their current economic conditions. In contrast, those with high incomes are 

inclined to declare lower values. These patterns are known as mean reversion errors (see, e.g., 

Bound et al., 1994; Moore et al., 2000; Kim & Tamborini, 2014). Other factors associated with the 

income variable, e.g., the target measurement variable (gross income or disposable income), are 
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the amounts, the wording of the questions, the reference period, and the survey mode, which also 

affect its measurement (Moore et al., 2000; Canberra Group, 2011; Kuhn, 2019;). For further 

discussion of measurement error in survey data, see Horowitz and Manski (1995) and Bound et al. 

(2001).2 

The existing literature comparing data collection processes based on CAPI and CATI states 

that these tend to cause a bias in coverage and representativeness. Ellis and Krosnick (1999) and 

Bowling (2005) show that a CATI-based survey might have a higher representation of higher-

income, more educated, and younger individuals (see also Jordan et al., 1980; de Leeuw, 1992). 

This is related to the lack of telephone services coverage in other population groups. Studies in 

this line have documented other differences from the operational point of view. CAPI offers some 

advantages because of the physical and visual contact between the respondent and the interviewer, 

allowing additional communication tools to guide and create trust and legitimacy for the 

respondents (see Statistics Canada, 2010). 

The literature points out that CAPI is a more efficient method for long questionnaires while 

reducing the non-response rate (Roberts et al., 2010; Klausch et al., 2013; Economic and Social 

Research Council [ESRC], 2019), which also could improve the data quality on income. Besides,  

Canberra Group (2011) provides a general guide to the main considerations in income data 

collection and argues that face-to-face interviews can produce higher quality data. While CAPI 

 
2 In practice, the rapid response during the period of strict confinement to enable the implementation of household 

surveys using CATI required overcoming challenges both in data collection and at the methodological level. 

Regarding the difficulties in the collection process, the ILO (2020a) maintains that the change from CAPI to CATI 

requires a comprehensive administrative registry of telephone numbers that allows for preserving the sampling 

structure, designing protocols to replace non-response, quickly training interviewers, and adjusting the battery of 

questions in the survey questionnaire. Regarding methodological issues, protocols to correct incomplete data (e.g., 

correction for expansion factors) and a greater understanding of post-data collection measurement bias are required to 

preserve comparability over time. Consequently, NISs have applied strategies (e.g., reusing old samples or previously 

contacting households using introductory letters to encourage participation) to maintain the sampling design (ILO, 

2020b). 
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could over-report socially desirable behaviors, such as lower rates of alcohol consumption or a 

higher proportion of voters (Holbrook et al., 2003). Jackle et al. (2010), Schräpler et al. (2010), 

Caeyers et al. (2010), Statistics Canada (2010), and Lynn and Kaminska (2013) conduct extensive 

studies comparing the impact of using CAPI, CATI, and other methods of interviewing. 

Therefore, this paper provides evidence on the measurement biases associated with the mode 

of collection. For this purpose, we analyze a large-scale household survey and exploit the redesign 

of the survey in Colombia as an experimental scenario to understand the impact of these two 

measurement errors. The results obtained suggest that switching to the CATI operation was 

associated with a decrease in reported income by approximately 4 percentage points (p.p). This 

result is consistent across different specifications, even using only the household survey. These 

findings are more pronounced for men than for women, where there is no statistically significant 

result. It also highlights the significant results among the most educated and individual over 25 

years old. 

It is important to note that integrating survey data and administrative data allows us to 

understand the sources of measurement error better and contrast the patterns of mean reversion, as 

previously analyzed by Bollinger (1998), Bound and Krueger (1991), Kreiner et al. (2013), and 

Meyer and Mittag (2021), among others. In this way, the results derived from this work are also 

relevant to designing methodological frameworks that allow for improving survey data based on 

the use of administrative records (see c.f., Abowd & Stinson, 2013; van der Klaauw, 2014), as well 

as to expanding the knowledge about the comparability and complementarity of the observation 

unit of these two information sources (see Kapteyn & Ypma, 2007; Meyer et al., 2015, for a 

discussion). 
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We organized this document into six sections. In the second, we describe the changes caused 

in the collection methods of the household survey during 2020, as well as the use and integration 

of administrative records and surveys. The third describes the data and the empirical strategy. The 

fourth presents the main results, and the fifth the robustness checks. Finally, we provide some 

concluding remarks in the last section. 

2 Changes in collection methods in the household survey 

Because of the mobility restrictions caused by the COVID-19 coronavirus pandemic in 2020, 

mainly in urban centers, DANE implemented different measures that made it possible to guarantee 

the continuity of the production of the primary labor market indicators derived from the GEIH. 

This adaptation process occurred between March and July 2020. It comprised the implementation 

of the GEIH through a telephone operation and a questionnaire shorter than usual3 for the 23 main 

cities and Metropolitan Areas (MA). A face-to-face process was maintained for the domains 

known as the Other cities (urban areas of municipal capitals other than the 23 main cities and MAs) 

and other populated centers and dispersed rural areas (rural areas) with the complete GEIH 

questionnaire. 

The change in the collection method could cause a sample selection4 associated with the 

absence of telephone contact information (Economic Commission for Latin America and the 

Caribbean [ECLAC], 2020). However, DANE made a significant logistical effort that made it 

possible not to restrict the selection to households that appeared in a telephone directory. They 

maintained the sampling in a stratified manner and by geographic conglomerates. After the 

 
3 The GEIH form was cut from 200 to 39 questions between March and April 2020 (Departamento Nacional de 

Estadísticas [DANE], 2020) and increased to 60 questions from May to July 2020. 
4 DANE (2020) clarifies that the sample selection procedure between March and July 2020 for the 23 main cities 

and metropolitan areas was not modified. 
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geographical units were selected, different communication channels were used to get the telephone 

numbers. If it was impossible to get telephone numbers, they deployed officials in the field to get 

them. If the household could not be contacted this way, another household from the same 

geographic cluster was selected. Therefore, it is possible to assume that the sample’s 

representativeness has not changed significantly during the period of application of the CATI 

operation.  

To validate this assumption, Table 1 presents the proportion of women calculated from the 

expanded samples (i.e., expansion factors) for different periods and geographic disaggregations. 

Non-significant variations are observed in these statistics, evidencing that there were no problems 

associated with sampling, which is essential to reduce possible effects that confound the impact 

on the collection method. In particular, the proportion of women remains stable at around 50.7% 

at the national level. Across all three survey domains (metropolitan areas, other cities, and rural 

areas), proportions also remained stable. In this analysis, we also observed that there was no 

significant variation. People under 25 years old consistently correspond to 42% of the population 

during the two years analyzed, those between 25 and 54 correspond to 40%, and people over 55 

years old correspond to approximately 18% (see Table 2). 

Table 1. The proportion of women in the GEIH sample 2019-2021. 

Period 
Metropolitan 

areas 
Other Cities Rural Total 

Jan-Mar 2019 51.85 51.34 47.15 50.66 

Apr-Jun 2019 51.85 51.34 47.14 50.66 

Jul-Sep 2019 51.85 51.34 47.14 50.66 

Oct-Dec 2019 51.85 51.34 47.14 50.66 

Jan-Feb 2020 51.85 51.34 47.14 50.66 

May-Jul 2020 51.84 51.34 47.14 50.66 

Aug-Dec 2020 51.84 51.34 47.14 50.66 

Jan-Mar 2021 51.83 51.35 47.14 50.66 

Apr-Jun 2021 51.83 51.36 47.14 50.66 

Source: Authors’ calculations. Metropolitan areas refer to the 23 main cities; Other cities are 

the rest of the urban population. 
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Table 2. Proportions by age groups in the GEIH 2019-2020 sample 

Period Under 25 25 - 54 Over 54 

Jan-Mar 2019 42.49 40.16 17.35 

Apr-Jun 2019 42.37 40.17 17.45 

Jul-Sep 2019 42.26 40.18 17.56 

Oct-Dec 2019 42.14 40.20 17.66 

Jan-Feb 2020 42.05 40.21 17.75 

Mar-Jul 2020 41.87 40.22 17.91 

Aug-Dec 2020 41.72 40.24 18.04 

Jan-Mar 2021 41.57 40.25 18.18 

Apr-Jun 2021 41.45 40.26 18.29 

Source: Authors’ calculations. 

 

3 Data and empirical strategy 

3.1 Data 

Two sources of information are used to estimate the causal impact of the change in the collection 

method on labor income records: the household survey and a statistical record built from social 

security payment data. The first source of information comprises the GEIH, which collects the 

main variables that characterize the Colombian labor market. In 2020, this survey collected 

average information from 19,152 households per month. It generated representative information 

for geographic domains of the main 23 cities, their metropolitan areas, and the rest of the country’s 

geographic coverage. The GEIH has a modular structure, in which sociodemographic information 

is included, as well as variables of employment characteristics, such as the income of the 

employed. For the proposed analysis, we used the data corresponding to the period from January 

2019 to June 2021. 

To have a reference measurement of income that the change in the collection method has not 

affected, the second source of information is from the Statistical Registry of Labor Relations 

(RELAB, for its Spanish acronym) produced by DANE. In this source, it is possible to observe the 
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employee-employer relationship of the dependents5  through the payments made to the social 

security system. The RELAB includes information on a subset of labor relations, which, when 

integrated with other DANE statistical operations, allows labor relations to be characterized by 

demographic characteristics, such as sex or age. 

DANE uses RELAB as a source of information to analyze the Colombian labor market 

situation and the consistent analysis of different statistical operations of the labor market and 

economic activities. The main input of the RELAB is the administrative record6 of the Social 

Security Integrated Form (PILA, for its Spanish acronym) of the Ministry of Health and Social 

Protection of Colombia. The income variable is constructed from the information of the payment 

of social security subsystems, such as health or pension, reported by employers or contributors. In 

addition, quality rules apply to raw data, addressing duplicate or redundant information for 

administrative or legal purposes only. 

Integrating the information at the individual level from the GEIH household survey and the 

RELAB statistical register is done through a deterministic match with the identification keys 

available in the two sources of information. This integration makes it possible to control the 

possible heterogeneities found between geographic domains and evaluate the potential biases of 

the change in the GEIH collection mode when it goes from face-to-face to non-face-to-face 

operations (by telephone) from March to July 2020. The sample from this integration corresponds 

to a group of workers with formal employment relationships. Although it is not a representative 

 
5 In the RELAB, the dependents correspond to the GEIH occupational positions of workers or employees of a 

private company or the government and day laborers or peons. These occupational positions are also known as 

salaried, dependent, or employed workers. 
6 Administrative data have become a valuable source of information for generating statistics and developing 

technical analyzes even when their design does not initially respond to the technical specifications for statistical 

purposes (Wallgren and Wallgren, 2007; Zhang 2011; Kuhn, 2019; ). 
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sample of the total Colombian labor market, because of its high rates of informality, the 

consistency in the data allows evaluation of the impacts of using different collection methods 

3.2 Methodology 

Considering the temporal variation in the implementation of the collection models, CATI and 

CAPI, and the geographic heterogeneity, the proposed identification strategy exploits the cross-

sectional and temporal variation. The cross-sectional variation is because the telephone data 

collection strategy was used only in the 23 main metropolitan areas. In contrast, the temporal 

variation comes from applying this procedure only between March and July 2020. Finally, the 

methodological design is used because one of the two data sources had the previously described 

changes. At the same time, the other source did not suffer modifications since the process by which 

the RELAB data is generated did not change during 2020. In this way, the effect of implementing 

CATI is derived from the change in the discrepancy in the income report between the survey and 

the administrative record. 

It is natural to find discrepancies between self-reported labor income and the RELAB record. 

Abowd and Stinson (2013) argue that differences between sources should not be confused with 

measurement errors since both sources are sensitive to measurement errors. In the literature, 

Nordberg et al. (2001) found that income estimates derived from administrative records are reliable 

and higher than income derived from surveys, except for low-income households. By comparing 

surveys and administrative records, we attempt to characterize survey income reporting biases. 

Along these lines, a predominant effect has been found at the ends of income distributions. For 

example, over-reporting is observed in the low-income population and under-reporting in high-

income households (see Bound et al., 2001; Gottschalk and Huynh, 2010; Kim and Tamborini, 

2012; Consolini and Donatiello, 2013; Kim & Tamborini, 2014). 
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If these differences are systematic, a change in the GEIH collection process configures an 

exogenous shock that allows identifying its impact. This means that if all the other variables remain 

constant, the income reported in the sources will maintain a constant difference that the collection 

through CATI could affect because of the characteristics of this method. The variation in the 

discrepancy constitutes an estimate of the causal effect. 

In this scenario, an event study strategy is adequate for inferring the impact of interest. In 

particular, the following specification is used: 

log( 𝑦𝑖𝑡𝑧
𝐺𝐸𝐼𝐻) − log(𝑦𝑖𝑡𝑧

𝑅𝐸𝐿𝐴𝐵) = 𝛼0 + 𝑋𝑖𝛽 + ∑ 𝜃𝑡𝐷𝑖𝑇𝑡

𝑡

+ 𝛾𝑡 + ∑ 𝜙𝑧 zone𝑖𝑧

𝑧

+ 𝜀𝑖 
(1) 

Where 𝑦𝑖
𝐺𝐸𝐼𝐻  is the monthly salary or income from the main activity of the individual 𝑖 

reported in the household survey, 𝑦𝑖
𝑅𝐸𝐿𝐴𝐵 is the income calculated from what is reported in the 

RELAB. Thus, the left part of the equation measures the discrepancy in logarithmic units between 

the sources of information. 𝐷𝑖  is an indicative variable activated for people living in the 23 

metropolitan areas (i.e., the treatment group); 𝑇𝑡 is an indicative variable activated for the period 

corresponding to implementing mixed collection methods. The effect of interest will be measured 

by the parameter 𝜃𝑡  corresponding to the period March-July 2020. That is, 𝜃𝑡  measures the 

changes in the discrepancy in the income variable regarding a reference period established at the 

beginning of the shift in collection mode. 

Additionally, it is controlled by a comprehensive battery of location (zone, denoted by 𝑧) 

variables built from the interaction between the department and geographical area (metropolitan 

area, other cities, or rural areas), whose effect is measured by 𝜙𝑧. 𝛾𝑡 denotes a set of time fixed 

effects. Finally, 𝑋𝑖  is a vector of controls that includes sex, age group (<25, 25-54, >55), 

educational level achieved, number of hours worked during the last week (at the time of the 
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survey), rate of unemployment,7 sector of activity of the worker (ISIC revision 4 at the sector 

level), classification of the worker’s job (ISCO to one digit). 

This specification is estimated for the period between January 2019 and June 2021 where 𝑡 

corresponds to quarters and taking January and February 2020 as a base reference period. We 

exclude March since it was a survey adaptation period, the collection process was interrupted this 

month. The CATI application period (from April to July 2020) was defined as a single period and 

measured the impact of the change in the collection method. 

We should note that the integration between GEIH and RELAB generates a sample of workers 

that is not representative of the total labor market, given that it corresponds to salaried workers 

linked to the social security system. However, this sample has an important economic 

interpretation, as it is associated with the formal component of employment. The sample represents 

the total RELAB since the socioeconomic characteristics of this sub-sample correspond to the 

entire registry, as evidenced in Table A.1 and Table A.2 in the Annex. In short, the observations 

obtained from the matching between GEIH and RELAB follow similar socio-demographic 

characteristics to the universe of all formal workers identified with GEIH. 

The validity of the proposed identification strategy rests on the assumption of parallel trends. 

Here, it establishes that between the treatment and control group, i.e., between metropolitan areas 

and the rest, the discrepancy between the employee’s response in the survey and in RELAB is 

constant before the intervention. To validate this assumption, it is required that the evolution of 

the discrepancy in income be similar, regardless of the possible biases in each of the information 

 
7 For metropolitan areas, we use the unemployment rate for each area; for other cities, we use the national 

unemployment rate for all other cities. Similarly, for rural areas, we take the rural unemployment rate at the national 

level. We did not take these last indicators at the city or municipality level since the survey does not have enough 

observations in these domains to make a good measurement of unemployment by the municipality. 
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sources and regional patterns. The macroeconomic impact caused by Covid-19 and associated 

measures may be more significant in metropolitan areas. This is not a problem for the proposed 

methodology if both sources of information reflect this macroeconomic impact.8 Figure 1 presents 

the evolution of the average discrepancy in the reports for two geographical domains. 

Figure 1. Average of the difference of labor income between GEIH and RELAB by 

geographical areas. 2019-2021. 

 
Source: Authors’ Calculations. RELAB-GEIH matching. 

 

It is notable that the difference between the geographic domains is relatively constant over 

time, which is in favor of the assumption of parallel trends. This result is also corroborated through 

the estimation of the event study specification. It is important to note that the implemented 

identification strategy does not depend on the existence of parallel wage trends between 

metropolitan areas and the rest of the country, which could be a more demanding assumption. Even 

if the trends before treatment are parallel, the trends after that may not be, given that large cities 

were more exposed to Covid-19 infections and the respective preventive measures. To give 

 
8 Alternatively, if one of the sources of information reflects a greater impact of the pandemic than the other, but 

this discrepancy is similar between the metropolitan areas and in the other cities and rural areas, the assumption 

continues to be corroborated. 
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evidence of the robustness of the results, estimates using this alternative assumption of parallel 

trends are presented. Lastly, to my first glance, it appears that there is a drop in the discrepancy 

between GEIH and RELAB, which is consistent with a reduction in GEIH self-reporting, i.e., 

apparently the change in collection method from CAPI to CATI would be generating a downward 

reporting bias in labor income. 

4 Results 

Figure 2 and Table 3 present the results of the estimation of the event study specification. Table 

3 shows the result of sequentially including controls and additional fixed effects so that in the 

complete specification (column 4), it is observed that a change in the discrepancy’s pattern in the 

labor income is equivalent to 4.4 p.p with respect the base reference period. For the other periods, 

the effect is not significant at a significance level of 5%, which also implies that, once the 

collection mode was restored to CAPI, the discrepancy between the sources returned to the levels 

before the temporary changes of GEIH data collection. This implies that implementing the CATI 

collection method caused reductions in self-reported income. 

Figure 2. Estimated impact of data collection mode on reported labor income 

 
Source: Authors’ calculations. RELAB-GEIH matching. The lines represent a 95% confidence interval. 
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Table 3. Estimated impact of data collection method on reported labor income 

   (1)  (2)  (3)  (4) 

Jan-Mar 19 × MA -0.021 -0.024* -0.024* -0.024*  
 (0.013)  (0.012)  (0.012)  (0.012) 

Apr-Jun/19 × MA -0.012 -0.011 -0.009 -0.008  
 (0.012)  (0.012)  (0.011)  (0.011) 

Jul-Sep/19 × MA -0.009 -0.009 -0.006 -0.005  
 (0.013)  (0.013)  (0.012)  (0.012) 

Oct-Dec/19 × MA -0.026* -0.025* -0.022 -0.020  
 (0.014)  (0.013)  (0.014)  (0.013) 

May-Jul/2020 × MA -0.055*** -0.054*** -0.052*** -0.044***  
 (0.015)  (0.015)  (0.015)  (0.016) 

Aug-Dec/2020 × MA -0.020 -0.020 -0.017 -0.013 

  (0.014)  (0.014)  (0.015)  (0.015) 

Jan-Mar/2021 × MA -0.022 -0.019 -0.017 -0.017 

  (0.015)  (0.014)  (0.014)  (0.014) 

Apr-Jun/2021 × MA -0.007 -0.007 -0.006 -0.007 

  (0.014)  (0.014)  (0.014)  (0.014) 

 
    

Observations 178,660 178,660 178,660 178,653 

R-squared 0.004 0.020 0.024 0.044 

Individual controls NO YES YES YES 

Month FE YES YES YES YES 

Activity FE NO NO NO YES 

Occupation FE NO NO NO YES 

Dpt-class FE NO NO YES YES 

Source: Authors’ work using RELAB-GEIH match. 

 

These results indicate the aggregate impact of the collection method. However, this change in 

the report may vary according to the interviewee’s profile. It has been documented that income 

reporting errors can vary regarding sociodemographic characteristics. This literature found that 

more educated individuals, women, and older individuals tend to report income more accurately. 

This would imply that in the same way that different patterns are generated in the income report 

when the CAPI method is used, changing the collection mode could stress said patterns. Therefore, 

changes in reporting patterns by sex, age, and educational level are explored using the same 

identification strategy. 
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Figure 3 presents the results, which show that men education tend to have higher levels of 

income under-reporting after implementing the CATI method. With women, the impact is of lesser 

magnitude and not significant. In the analysis by educational level, it is obtained that the under-

reporting is of a similar magnitude between the groups analyzed and is significant in both cases.  

Figure 3. Estimated impact by sex and education level 

A. Men B. Women 

  
C. Without higher education D. With higher education 

  
Source: Authors’ work using RELAB-GEIH match. The lines represent a 95% confidence interval. 

 

These results imply that faced with the change in the collection method, all the population 

groups vary in their response patterns with a marked age pattern. An additional analysis by age 

group shows that individuals between 25 and 54 years of age have a significant impact of similar 
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magnitude to the change in the collection method, while for the other two age groups this effect is 

not significant (see Figure A.1). Likewise, by household typology (according to the presence of 

children in the household), this effect seems to be explained by the group without children in the 

household (see Figure A.2). This implies that the observed impact seems to be explained by men 

over 25 years of age without children in the household. 

5 Robustness checks 

To provide additional evidence that validates the results found, four additional exercises are 

presented that serves as a robustness check: i) a placebo test in which populations whose survey 

method for the GEIH did not change are compared; ii) an estimate in which the set of control 

observations is restricted, iii) an estimate in which only the information from the household survey 

and not the administrative record was used; and, finally, iv) an estimation that uses only RELAB 

records in which no effect is expected, given the stability in this source of information. 

In the placebo test, all workers living in the 23 cities and MAs were removed from the sample, 

workers from the Other cities area were taken as the treated population, and workers in rural areas 

as the control. As expected, no significant effect was found (see Table 4, column 1). This exercise 

serves as a verification of the assumption of parallel trends in the GEIH and RELAB reports. The 

challenge regarding this assumption is the coincidence in the telephone’s time operation and the 

mobility restriction measures, given that the course of the pandemic could modify the reporting 

trends in the most affected areas,9 which could be confused with the effect of interest in this study. 

However, the estimate of the placebo effect compares areas most affected by the pandemic (other 

 
9 It must be considered that for this aspect to make the estimation of this study difficult, it is not enough that the 

pandemic has changed salary trends; It would be necessary that the trends in the discrepancy of reports between the 

different sources of information have changed. In other words, reporting incentives have changed differently for 

surveyed workers compared to employers who report to the administrative registry. Furthermore, this change in 

incentives is different in metropolitan areas. 
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cities compared to rural areas) and does not find significant effects. This is consistent with the 

absence of changes in the trend in the report. 

Table 4. Results of robustness exercises 

   (1)  (2)  (3)  (4) 

Jan-Mar 19 × MA -0.001 -0.025* 0.013 0.031*  
 (0.027)  (0.013)  (0.013)  (0.016) 

Apr-Jun/19 × MA 0.014 -0.014 -0.005 0.016  
 (0.025)  (0.014)  (0.018)  (0.017) 

Jul-Sep/19 × MA 0.004 -0.008 -0.002 -0.005  
 (0.027)  (0.014)  (0.016)  (0.019) 

Oct-Dec/19 × MA -0.024 -0.016 0.019 0.025  
 (0.030)  (0.015)  (0.015)  (0.016) 

May-Jul/2020 × MA 0.005 -0.044** -0.037* -0.000  
 (0.025)  (0.019)  (0.020)  (0.017) 

Aug-Dec/2020 × MA -0.010 -0.011 -0.010 0.008 

  (0.026)  (0.019)  (0.015)  (0.014) 

Jan-Mar/2021 × MA -0.030 -0.007 0.013 0.032* 

  (0.026)  (0.018)  (0.012)  (0.017) 

Apr-Jun/2021 × MA 0.034 -0.017 -0.005 0.001 

  (0.025)  (0.015)  (0.018)  (0.019) 

 
    

Observations 21,998 171,763 327,932 178,641 

R-squared 0.056 0.043 0.571 0.458 

Individual controls YES YES YES YES 

Month FE YES YES YES YES 

Activity FE YES YES YES YES 

Occupation FE YES YES YES YES 

Dpt-class FE YES YES YES YES 

Source: Authors’ work using RELAB-GEIH matching. 

 

Another criticism of the implemented methodological design might be that the 23 main cities 

has a different labor market than the control set, particularly in rural areas. The comprehensive set 

of controls captures much of these differences, but as additional check we present an estimation in 

which we took only workers in other cities as a control, which should be similar to workers in 

metropolitan areas. Table 4, column 2, indicates the estimation results. The magnitude of the effect 



20 

 

estimated in this way is close to that found in the original estimate of this study (4.5 p.p. vs. 4.3 

p.p.), which allows us to conclude that including rural areas in the initial estimate does not generate 

significant distortions. There is a significant, albeit small, effect in the first quarter of 2019. 

In turn, column 3 of Table 4 presents the estimate of the event study specification using only 

data from the GEIH for salaried workers, as follows: 

log( 𝑦𝑖𝑡𝑧
𝐺𝐸𝐼𝐻) = 𝛼0 + 𝑋𝑖𝛽 + ∑ 𝜃𝑡𝐷𝑖𝑇𝑡

𝑡

+ 𝛾𝑡 + ∑ 𝜙𝑧 zone𝑖𝑧

𝑧

+ 𝜀𝑖 
 (2) 

Here, the counterfactual of the change in the collection method is built on the level of labor 

income instead of the discrepancy between data sources. The comparison based exclusively on 

GEIH may include confounder effects of CATI implementation with other differential effects that 

the pandemic itself may have generated across regions. The latter justifies using RELAB as a 

reference to compare changes un GEIH income report. However, the estimated parameters are 

similar to the initial estimate (3.7 p.p. vs. 4.4 p.p.). Despite requiring stronger assumptions, this 

estimate allows exploring another possible objection to the assumptions of the original hypothesis 

of this study: whether the employers that report to the administrative registry have incentives to 

change their reporting strategy between March and July 2020. Also, whether these changes present 

differentiated patterns in the metropolitan areas, the main estimate would be the combination of 

the effect described and the impact of the change in the collection operation. The results suggest 

that the employer reporting effect does not affect the estimates. 

Finally, the fourth robustness check that only uses information from the RELAB (Table 4, 

column 4) shows a non-significant effect of 5% significance, which implies that the impacts found 

in the GEIH comparison can be attributed to the change in the collection method. This occurs if a 

source without variation in this process does not present evidence consistent with the results found, 
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so the possibility of effects that generate additional biases can be ruled out. The sum of the 

robustness exercises validates the impact found and presents solid evidence on the impact of 

changes in the collection method on the income variable, essential for labor market analysis and 

poverty estimates. 

6 Concluding remarks 

Household surveys are instruments with a great capacity for collecting detailed information on 

household income, which also provides input on relevant indicators for public policies. For this 

reason, estimating income in a precise and comparable way over time is particularly important for 

the National Institutes of Statistics and policymakers. The information collection method is one of 

the possible sources of under-reporting and over-reporting. In the context of COVID-19, it has 

been of particular interest because of changes in the collection methods of household surveys 

because of the measures implemented to contain the pandemic. 

The case of Colombia presents characteristics that are particular for studying the impact of 

changing the collection method. During the pandemic, differential collection methods were 

implemented by geographic domain, adding the availability of administrative data that served as a 

reference since this source of information was not affected by operational changes in the collection. 

Using a quasi-experimental design, it is estimated that the change in the collection method 

generated an average reduction of 4.4 percentage points in the labor income report. This level of 

under-reporting is higher for men and individuals between 25 and 54 years of age. 

This exercise allows quantifying the impact of the collection method in a large-scale operation 

in a non-experimental context, as well as taking advantage of integrating administrative data with 

surveys to generate learning that leads to effective designs based on mixed collection methods that 

guarantee the quality of sensitive variables such as income. 
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Annex 

Table A 1. Comparison of the proportion of workers by sex of the integrated sample 

GEIH-RELAB and the sample of formal employees GEIH 

Period Formal GEIH GEIH -RELAB Differences in percentage 

points 

Men Women Men Women Men Women 

Jan-Mar19  54.6% 45.4% 53.7% 46.3% 0.9 -0.9 

Apr-Jun19  54.9% 45.1% 53.8% 46.2% 1.1 -1.1 

Jul-Sep19  54.9% 45.1% 54.0% 46.0% 0.9 -0.9 

Oct-Dec19  54.8% 45.2% 54.1% 45.9% 0.8 -0.8 

Jan-Feb20  54.6% 45.4% 54.0% 46.0% 0.6 -0.6 

May-Jul20  53.6% 46.4% 53.0% 47.0% 0.6 -0.6 

Aug-Dec20  54.8% 45.2% 54.1% 45.9% 0.8 -0.8 

Jan-Mar21  55.1% 44.9% 54.7% 45.3% 0.4 -0.4 

Apr-Jun21  54.8% 45.2% 54.0% 46.0% 0.8 -0.8 

Source: Authors’ calculations. RELAB-GEIH matching. Formal GEIH corresponds to employees with social security 

contributions. 

 

Table A 2. Comparison in the composition of the age group of the integrated sample 

GEIH-RELAB and the sample of formal employees GEIH 

Period Formal GEIH GEIH -RELAB Differences in 

percentage points 

< 25 25 a 

54  

55+ < 25 25 a 

54  

55+ < 25 25 a 

54  

55+ 

Jan-Mar19  12.1% 76.7% 11.2% 10.9% 77.4% 11.7% 1.2 -0.6 -0.6 

Apr-Jun19  11.8% 76.7% 11.5% 10.8% 77.2% 12.0% 1.0 -0.5 -0.5 

Jul-Sep19  12.0% 76.6% 11.5% 11.1% 77.0% 11.9% 0.9 -0.5 -0.5 

Oct-Dec19  12.2% 76.2% 11.6% 11.1% 77.0% 11.9% 1.1 -0.8 -0.3 

Jan-Feb20  11.5% 76.2% 12.2% 10.5% 76.9% 12.6% 1.1 -0.7 -0.4 

May-Jul20  9.6% 77.3% 13.1% 8.9% 77.7% 13.4% 0.7 -0.4 -0.3 

Aug-Dec20  10.4% 76.9% 12.7% 9.5% 77.3% 13.2% 0.9 -0.4 -0.5 

Jan-Mar21  10.2% 77.3% 12.5% 9.8% 77.4% 12.8% 0.4 -0.1 -0.4 

Apr-Jun21  10.1% 77.3% 12.6% 9.1% 77.6% 13.3% 1.0 -0.3 -0.6 

Source: Authors’ calculations. RELAB-GEIH matching. Formal GEIH corresponds to employees with social 

security contributions. 
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Figure A 1. Estimated impact by age 

Less than 25 25-54 More than 55 

 
 

  

Source: Authors’ calculations. RELAB-GEIH matching. The lines represent a 95% confidence interval. 

 

Figure A 2. Estimated impact by household type 

With children Without children 

  
 

  

Source: Authors’ calculations. RELAB-GEIH matching. The lines represent a 95% confidence interval. 
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